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Abstract

The method of moments is based on a relation $E_{\theta_0} (h (X_t, \theta)) = 0$ from which an estimator of $\theta$ is deduced. In many econometric models, the moment restrictions can not be evaluated numerically due, for instance, to the presence of a latent variable. Monte Carlo simulations method make possible the evaluation of the GMM criterion. This is the basis for the Simulated Method of Moments. Another approach consists in defining an auxiliary model and find the value of the parameters that minimizes a criterion based either on the pseudo score (Efficient Method of Moment) or on the difference between the pseudo-true value and the quasi-maximum likelihood estimator (Indirect Inference). If the auxiliary model is sufficiently rich to encompass the true model then these two methods deliver an estimator that is asymptotically as efficient as the maximum likelihood estimator.
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1. Introduction

Method of moments estimation can be used in different statistical contexts. First, this method may be seen as a semi-parametric approach. In that case, the moment conditions define the parameters of interest and provide an estimation procedure. Assume that the observed data $x_t, t = 1, \ldots, T$ are stationary and ergodic with common probability distribution $F_0$ and that the parameter of interest $\theta_0$ is defined by the condition:

$$E_{F_0} (h(X, \theta_0)) = 0$$

(1.1)

This condition formalizes the structural economic model and $\theta_0$ is then defined implicitly as a function of $F_0$. In (1.1), $F_0$ is estimated by the empirical distribution and $\theta_0$ is estimated as the solution of $\frac{1}{T} \sum_{t=1}^{T} h(x_t, \theta) = 0$ or, in the overidentified case, as the argument of the minimization of a suitable norm of $\frac{1}{T} \sum_{t=1}^{T} h(x_t, \theta)$ (see
Hansen (1982)). To implement this method, a model need not be fully specified. Second, the method of moments may be also considered as an estimation procedure in a pure parametric context. Assume that $\theta_0$ is the true value of the parameter $\theta$ and that maximum likelihood is not computationally feasible. However, economic theory provides moment conditions for which $E_{\theta_0}(h(X, \theta)) = 0$ has a unique solution $\theta = \theta_0$. Implementation of the generalized method of moments (GMM) proceeds as above: the expectation with respect to the true distribution is replaced by an empirical mean and a norm of this mean is minimized in $\theta$.

The first objective of our paper is to study moment estimation in cases where the implementation of this method requires simulations of random numbers. It should be noted that our discussion is confined to parametric simulations i.e., simulations generated by a sampling distribution or by importance sampling where parameters are fixed. These simulations are implemented as part of the GMM estimation (and the properties of the estimators are derived from asymptotic theory). “Nonparametric bootstrap” simulations where data are drawn from the empirical distribution, possibly weighted or transformed, are not considered in this paper, this type of simulation is used to improve the approximation of the distribution of the estimators. A consequence of this restriction is that our presentation is necessarily restricted to parametric models.

Two types of applications of simulation methods are examined in this article. The first case is an application of Monte Carlo numerical integration to GMM estimation where the evaluations of the function $h$ requires an integration. If this integration cannot be done by analytic computations, it should be replaced by a numerical evaluation, in particular by a random approximation based on simulations. The objective of the theory is then to show under which conditions this numerical approximation does not affect the consistency of the estimator and how the asymptotic variance is modified. The second type of application of simulation methods concerns the case where the moment condition involves an auxiliary parameter $\lambda$. Let us consider a moment equation

$$E_{\theta_0}(h(X, \lambda)) = 0$$

such that $\lambda_0 = \hat{\lambda}(\theta_0)$ is the unique solution. The estimator $\hat{\lambda}$ of $\lambda$ deduced from (1.2) converges to in pseudo true value $\tilde{\lambda}(\theta_0)$ also called binding function. If $\hat{\lambda}$ is a one to one mapping, it may be inverted in order to estimate $\theta_0$ by $\tilde{\lambda}^{-1}(\hat{\lambda})$. In case of overidentification, $\theta$ may be estimated by minimizing a norm of $\lambda - \hat{\lambda}(\theta)$. This procedure is called Indirect Inference. If $\tilde{\lambda}(\theta)$ is unknown, it can be approximated by simulations. Another approach consists in minimizing $\|E^\theta(h(X, \lambda))\|$ with respect to $\theta$ where the expectation is approximated by an average over simulated data. This method is called the efficient method of moments (EMM).

However, the EMM addresses a different question which is actually the second objective of this paper. If $\theta$, a vector of parameters, can be estimated using a GMM procedure (direct or indirect), this estimator is necessarily not more efficient than the maximum likelihood estimator (MLE). A natural question is then to search
under which conditions GMM estimation reaches the efficiency bound. A necessary and sufficient condition is that the score function is an element of the closed linear space spanned by the elements of the vector of functions \( h \). This suggests using an auxiliary model that has an increasing number of terms.

This paper is organized as follows. Section 2 presents various examples of applications. In the third section, we present the method of simulated moments. In the fourth section, we review the methods based on a misspecified moment, namely the indirect inference and the efficient method of moments. The fifth section discusses specification tests and small-sample properties of the estimators presented in this paper. Section 6 concludes.

2. Examples

2.1. Mixed multinomial logit model

In a mixed multinomial logit (MMNL) model, the agent makes a decision \( c \in C = \{1, 2, \ldots, K\} \) with a conditional probability

\[
P_C(c|x, \theta) = \int L_C(c; x, \alpha) G(d\alpha; \theta)
\]

where

\[
L_C(c; x, \alpha) = \frac{e^{x^\alpha}}{\sum_{d \in C} e^{x^\alpha}}.
\]

This probability is conditional on an observed vector of characteristics \( x = (x_1, \ldots, x_K) \). \( \alpha \) is a vector of random parameters with distribution \( G \). McFadden and Train (2000) apply this model to the demand for vehicles. Assume \( \alpha = \beta + \Lambda \xi \) where \( \xi \) has a distribution that does not depend on the parameters of interest, \( P_C \) can be rewritten as

\[
P_C(c|x, \theta) = E_{\xi} L_C(c; x, \beta + \Lambda \xi).
\]

Let \( d_c \) denote an indicator that is one when \( c \) is chosen and zero otherwise. Let \( d = (d_1, \ldots, d_K) \). Unconditional moments can be built using any instrument \( \omega(x, \theta) \):

\[
h(d, x; \theta) = \sum_{c \in C} \{d_c - E_{\xi} L_C(c; x, \beta + \Lambda \xi)\} \omega(x, \theta).
\]

As \( E_{\xi} L_C(c; x, \beta + \Lambda \xi) \) involves a multiple integral that may be hard to solve analytically, it is estimated by simulations. This is the basis for the Method of Simulated Moments (MSM).

2.2. Dynamic programming model

A dynamic asset pricing model has motivated the extension of the MSM to time series by Duffie and Singleton (1993). We discuss here the application of Heaton (1995). He investigates a representative consumer model in which the consumer is
assumed to have time nonseparable preferences. The preferences of the consumer are time additive over a good called services $s(t)$:

$$U(s) = E \left\{ \sum_{t=0}^{\infty} \beta^t s(t)^{1-\gamma} \frac{1}{1-\gamma} \right\}, \quad \gamma > 0$$

where $s(t)$ is a linear function of current and past consumption:

$$s(t) = \sum_{j=0}^{\infty} a(j) c(t-j).$$

The marginal utility of consumption at $t$ is given by

$$muc(t) = E \left\{ \sum_{\tau=0}^{\infty} \beta^\tau a(\tau) s(t+\tau)^{-\gamma} |F(t) \right\}$$

(2.2)

The presence of $a(\tau)$ in (2.2) makes it difficult to estimate the model by GMM. Hence, Heaton employs MSM. First, he investigates a simple model for the growth rates of the consumption and dividend series. Denote

$$Y_t = \begin{pmatrix} \ln(c_t/c_{t-1}) \\ \ln(d_t/d_{t-1}) \end{pmatrix}.$$  

The moments are based on

$$h(Y_t; \theta) = \begin{pmatrix} Y_t - EY_t \\ Y_{st}Y_{st}' - EY_{st}Y_{st}' \\ Y_{st-4}Y_{st-4}' - EY_{st}Y_{st-4}' \\ Y_{st-8}Y_{st-8}' - EY_{st}Y_{st-8}' \\ Y_{st-12}Y_{st-12}' - EY_{st}Y_{st-12}' \end{pmatrix}$$

where $Y_{st} = Y_t - EY_t$. The usual GMM consists in matching the empirical moments (based on monthly observations) with the theoretical ones. As the moments of $Y_t$ are unknown, they will be evaluated by averaging over simulated data. To do so, Heaton needs to specify completely a model for $Y_t$, he chooses a basic Gaussian AR(12) model for weekly data and takes the average to obtain monthly data.

In a second experiment, he specifies the law of motion for the prices of stocks and bonds and generates dividends, consumptions, accumulated durable goods and habit stock by solving the dynamic problem numerically. The solution of some simple macroeconomic models can be approximated using a loglinearization of the equations, however here a more sophisticated method is needed, such as for instance the projection method advocated by Judd (1998). To estimate the preference parameters, Heaton investigates two sets of moments based on the expectations, variances and covariances of stock and bond returns. He finds evidence in favor of a preference structure where consumption is substitutable in the short run and habits are persistent in the long-run.
2.3. Diffusion process

Financial data are frequently assumed to follow a stochastic differential equation

\[ dy_t = \mu (y_t; \theta) \, dt + \sigma (y_t; \theta) \, dW_t. \]  

But in practice, data are observed at discrete intervals and the likelihood of \( y_{t+1} \) conditional on \( y_t \) does not have a simple expression. The model can be approximated using a Euler scheme (see e.g. Gouriéroux and Monfort, 1996):

\[ y_{t+1} = y_t + \frac{1}{n} \mu (y_t; \theta) + \frac{1}{\sqrt{n}} \sigma (y_t; \theta) \right\} \right. \]

where \( \varepsilon_k \) is iid standard normal. As discussed in Broze, Scaillet, and Zakoian (1998), \( y_{k/n} \) is only an approximation of the true process, there might be a discretization bias due to the discretization step \( 1/n \). However, they show that this discretization bias vanishes when the step is sufficiently small. It will be assumed that we can draw directly from the conditional distribution of \( y_{t+1} \) given \( y_t \). So \( y_{t+1} \) can be represented as the solution of

\[ y_{t+1} = H (y_t, \xi_t; \theta). \]

2.4. Stochastic volatility model

Some studies suggest that the short-term interest rate dynamics is better modeled by a stochastic volatility model. Andersen and Lund (1997) consider the following continuous-time model

\[ dr_t = \kappa_1 (\mu - r_t) \, dt + \sigma_t \gamma dW_{1t}, \quad \gamma > 0 \]  

\[ d\ln \sigma_t^2 = \kappa_2 (\alpha - \ln \sigma_t^2) \, dt + \beta dW_{2t}. \]

The short-term interest rate \( r_t \) is observable while the stochastic volatility \( \sigma_t \) is unobservable. The joint process \( \{r_t, \sigma_t\} \) is Markovian and can be simulated using an Euler discretization of (2.5) and (2.6). Then one isolates the sequence of \( \{r_t\} \) from the joint sequence. References to applications of Indirect Inference and Efficient Method of Moments to diffusions and stochastic volatility models will be given at the end of the sections relative to these methods.

3. Method of simulated moments

The method of simulated moments (MSM) has been first introduced by McFadden (1989) and Pakes and Pollard (1989) for the estimation of discrete response models in an iid environment. Later it has been extended to time-series by Lee and Ingram (1991) and Duffie and Singleton (1993).
3.1. General setting

Observations $y_1, ..., y_T$ are realizations obtained from a parametric model indexed by $\theta$. Consider a vector of moment conditions

$$E_{\theta_0} h(Y_i, \theta) = 0$$

that identifies the parameter $\theta$, that is $E_{\theta_0} h(Y_i, \theta) = 0 \Rightarrow \theta = \theta_0$. The GMM estimator is the solution of

$$\min_{\theta} h_T(\theta)' W h_T(\theta)$$

for some positive definite weighting matrix $W$ and $h_T(\theta) = \sum_{t=1}^T h(Y_t; \theta) / T$. When the function $h(Y_t; \theta)$ is difficult to calculate, in particular when it involves a multiple integration, it may be evaluated using simulations. Assume there exists a latent variable $\xi_t$ with a distribution that is easy to simulate and a function $\tilde{h}(Y_t, \xi_t, \theta)$ so that

$$E_\xi \left[ \tilde{h}(Y_t, \xi_t, \theta) | Y_t \right] = h(Y_t; \theta)$$

where $E_\xi$ denotes the expectation with respect to the distribution of $\xi$. In some cases, a gain in efficiency can be obtained by drawing $\xi_t$ conditionally on the observations $\{y_1, ..., y_T\}$. This is the conditional simulation method discussed e.g. by McFadden and Ruud (1994). In the sequel, we will assume that $\xi_t$ is drawn from its marginal distribution. The MSM consists in drawing independently $\xi_t^1, ..., \xi_t^R$ in the distribution of $\xi_t$ and replacing $h(Y_t, \theta)$ by its simulator

$$\tilde{h}_{t,R}(\theta) \equiv \frac{1}{R} \sum_{r=1}^R \tilde{h}(Y_t, \xi_t^r; \theta).$$

Hence the MSM is the solution to

$$\hat{\theta}_{MSM} = \arg \min_{\theta} \left( \frac{1}{T} \sum_{t=1}^T \tilde{h}_{t,R}(\theta) \right)' W \left( \frac{1}{T} \sum_{t=1}^T \tilde{h}_{t,R}(\theta) \right)$$

(3.1)

It is important to parametrize $\tilde{h}$ in such a way that the distribution of $\xi_t$ does not depend on $\theta$. Hence the same “common random numbers” $\{\xi_t^1, ..., \xi_t^R\}$, $t = 1, ..., T$ are used for all values of $\theta$ in the optimization procedure. This is a necessary condition for the smoothness of the objective function with respect to $\theta$.

**Example 1. The Mixed Multinomial Logit model (continued)**

Denote $Y = (d, x)$ and

$$\tilde{h}(Y, \xi, \theta) = \sum_{c \in C} \left\{ d_c - \alpha_c (c; x, \beta + \Lambda \xi) \right\} \omega(x, \theta).$$

It is immediate to see that $E_\xi \left[ \tilde{h}(Y; \xi; \theta) | Y \right] = h(Y; \theta)$ where $h(Y; \theta)$ is defined in (2.1).

**Example 2. Dynamic model**
Assume that $Y_t$ is the solution of
\[
Y_t = H(Y_{t-1}, \varepsilon_t; \theta)
\]
\[
Y_0 = \varepsilon_0
\]
where $\varepsilon_t$ has a known distribution independent of $\theta$. The diffusion process discussed in Subsection 2.3 satisfies such a relation. Solving recursively, $Y_t$ is the solution of
\[
Y_t = \tilde{H}(Y_0, \varepsilon_t, \varepsilon_{t-1}, ..., \varepsilon_1; \theta)
\]
where $\xi_t = (\varepsilon_t, \varepsilon_{t-1}, ..., \varepsilon_1, \varepsilon_0)$. Assume that $\theta$ is identified from a moment condition of the type
\[
h(Y_t, \theta) = a(Y_t) - E(a(Y_t)) = a(Y_t) - E_{\xi_t}\left[a(\tilde{H}(\xi_t, \theta))\right].
\]
Then $\tilde{h}$ is chosen so that
\[
\tilde{h}(Y_t, \xi_t, \theta) = a(Y_t) - a(\tilde{H}(\xi_t, \theta)) = a(Y_t) - a(\xi_t, \theta).
\]

3.2. Simulators

Static case

In static models, like discrete choice models, the goal is to calculate $E_{\xi}[a(\xi)]$ via simulations. Random numbers can be drawn from a distribution $G$ either by inverting the distribution $G$ or as often done by using more sophisticated methods like an acceptance-rejection method (see Devroye, 1986). Once a sequence of iid random numbers $\xi^1, ..., \xi^R$ has been drawn from the distribution of $\xi$, $E_{\xi}[a(\xi)]$ can be estimated by
\[
\hat{E}_{\xi}[a(\xi)] = \frac{1}{R} \sum_{r=1}^{R} a(\xi^r).
\]
When it is difficult to simulate from $G$ or when $a$ is not smooth, other methods should be used like importance sampling. $E_{\xi}[a(\xi)]$ can be rewritten as
\[
E_{\xi}[a(\xi)] = \int \frac{a(\xi)g(\xi)}{g^*(\xi)} g^*(\xi) d\xi
\]
where $g^*$ is a pdf with the same support as $g$. The importance sampling simulator for $E_{\xi}[a(\xi)]$ is
\[
\hat{E}_{\xi}[a(\xi)] = \frac{1}{R} \sum_{r=1}^{R} \frac{a(\xi^r)g(\xi^r)}{g^*(\xi^r)}
\]
where $\zeta^i, ..., \zeta^R$ are independent draws from $g^i$. For a thorough discussion of simulators, see e.g. Geweke (1996), Hajivassiliou and Ruud (1997) and Stern (1997) and on importance sampling see e.g. Geweke (1989).

**Dynamic case**

In the following, we consider time-series models. There are two simulation strategies, one consists in drawing $Y_t$ conditionally to $Y_{t-1}$, the other consists in drawing a full sequence of $\{Y_1, Y_2, ..., Y_T\}$.

**Conditional simulation**

Assume that $Y_t$ admits a representation

$$Y_t = H(Y_{t-1}, X_t, \varepsilon_t, \theta)$$

where $\{\varepsilon_t\}$ are iid with known distribution $g$ and $X_t$ is a vector of observable exogenous variables. Then for each $t$, one can draw random elements $\varepsilon^r_t, r = 1, ..., R$ that are iid of distribution $g$. Then

$$Y^*_t = H(Y_{t-1}, X_t, \varepsilon^r_t, \theta)$$

has the same conditional distribution as $Y_t$. Conditional simulation may present some advantage in terms of efficiency of the estimator (see Section 6).

**Path simulation**

In the path simulation scheme, $(Y^*_1, ..., Y^*_T), r = 1, ..., R$ are drawn from the joint distribution of $(Y_1, ..., Y_T)$ possibly conditionally on the exogenous variables $(X_1, ..., X_T)$. To illustrate this simulation scheme, consider a model

$$U_t = H(U_{t-1}, \varepsilon_t, \theta)$$

where again $\varepsilon_t$ are iid with pdf $g$. Assume that $U_t$ admits a stationary distribution. $U_t = (Y_t, \zeta_t)$ where $Y_t$ is observable and $\zeta_t$ is an unobservable latent variable. $\zeta_t$ may be the volatility in a stochastic volatility model or a technology shock in a rational expectation model (see Duffie and Singleton 1993). Replacing successively in (3.3), it can been shown that

$$U_t = \tilde{H}(U_0, \varepsilon_1, ..., \varepsilon_t, \theta)$$

$$= \tilde{H}(U_0, \tilde{\varepsilon}, \theta)$$

where $\tilde{\varepsilon} = (\varepsilon_1, ..., \varepsilon_t)$. Using iid draws of $\varepsilon_t$ in $g$, $\varepsilon^r_t, r = 1, ..., R$, one can construct $\tilde{\varepsilon}^r = (\varepsilon^r_0, \varepsilon^r_1, ..., \varepsilon^r_T)$. Conditionally on $U_0$, we have iid draws from the distribution of $(U_1, ..., U_T)$:

$$U^r_t = \tilde{H}(U_0, \tilde{\varepsilon}^r, \theta), \ t = 1, ..., T.$$ 

For an arbitrary $U_0$, $U^r_t$ is not necessarily stationary. As discussed in Duffie and Singleton (1993), one needs to insure that the effect of $U_0$ dies out quickly by assuming that $U_t$ is geometrically ergodic (this imposes conditions on $H$). Then, one isolates the component $Y^*_t$ of $U^r_t$.

Note that in the unconditional simulation scheme, one can choose to draw a single series $\{U_s, s = 1, ..., S\}$ distributed as $U_t$. If $S$ is fixed, the estimator will not be consistent in general. If $S/T \rightarrow R$, then the asymptotic properties of this estimator are the same as those of the estimator based on $\{U^r_t, t = 1, ..., T, r = 1, ..., R\}$.
3.3. Asymptotic properties of MSM estimator

Assume that the observations are given by $Y_t$ a vector of stationary and ergodic random variables. They are distributed according to a distribution $P^0$ where $\theta$ is the parameter of interest. The vector $Y_t$ may include an exogenous variable $Z_t$ for $\theta$. $E^\theta$ denotes the expectation with respect to $P^0$.

Identification condition: $E^{\theta_0} h(Y, \theta) = 0 \Rightarrow \theta = \theta_0$.

We have a function $\tilde{h}$ that depends on $Y$ and some random variable $\xi$ independent of $\{Y_t, t = 1, ..., T\}$ and which distribution is known and does not depend on $\theta$ such that

$$E_\xi \left[ \tilde{h}(Y_t, \xi_t, \theta) | Y_t \right] = h(Y_t, \theta). \quad (3.4)$$

Moreover, assume that $\{\tilde{h}(Y_t, \xi_t, \theta)\}$ is stationary and ergodic. One can generate $\{\xi_1, ..., \xi_T\}$ independently and identically distributed as $\{\xi_1, ..., \xi_T\}$. It follows that $\{\tilde{h}(Y_t, \xi_t, \theta)\}_{t=1,...,T}$ are also iid conditional on $Y_t$ and satisfy (3.4). The MSM estimator satisfies (3.1) for some positive definite matrix $W$.

In the static case, $\{\tilde{h}(Y_t, \xi_t^s, \theta)\}_{t-1,...,T}$ are uncorrelated conditional on $\{Y_t, t = 1, ..., T\}$, however this is not usually the case in time-series. Below, we consider the general case where $\{\tilde{h}(Y_t, \xi_t^s, \theta)\}_{t=1,...,T}$ are autocorrelated conditional on the observed path $\{Y_1, ..., Y_T\}$. Denote $h_u = h(Y_t, \theta_0)$, $\tilde{h}_{r,t} = \tilde{h}(Y_t, \xi_t^s, \theta_0)$, $\tilde{Y} = (Y_1, ..., Y_T)$ and

$$D = E^{\theta_0} \left[ \frac{\partial \tilde{h}}{\partial \theta} \right],$$

$$\Sigma_0 = \lim_{T \to \infty} \frac{1}{T} \sum_{k=-T}^{T} E^{\theta_0\text{cov}} \left( \tilde{h}_{r,t}, \tilde{h}_{r,t-k} | \tilde{Y} \right),$$

$$I_0 = \lim_{T \to \infty} \frac{1}{T} \sum_{k=-T}^{T} \text{cov}^{\theta_0} (h_u, h_{u-k}).$$

The following proposition is a slight generalization of Gouriéroux and Monfort (1991):

**Proposition 3.1.** Assume $R$ fixed and that certain regularity assumptions hold. Then the MSM estimator defined in (3.1) is consistent and satisfies

$$\sqrt{T} \left( \theta_{MSM} - \theta_0 \right) \overset{d}{\to}_{T \to \infty} \mathcal{N} \left( 0, (D'WD)^{-1} D'W \left( I_0 + \frac{1}{R} \Sigma_0 \right) W D (D'WD)^{-1} \right).$$

The optimal weighting matrix is given by $W = \left( I_0 + \frac{1}{R} \Sigma_0 \right)^{-1}$. In that case the asymptotic variance simplifies to

$$\left( D' \left( I_0 + \frac{1}{R} \Sigma_0 \right)^{-1} D \right)^{-1}.$$
Special cases:

- If \( \{ \hat{h}(Y_t, \xi_t, \theta_0) \} \) are uncorrelated conditional on \( \{ Y_1, Y_2, \ldots, Y_T \} \) then \( \Sigma_0 \) simplifies to
  \[
  \Sigma_0 = E^{\theta_0} \text{Var} \left[ \hat{h}(Y_t, \xi_t, \theta_0) | Y_t \right].
  \]

- **Model MSM1.** Now consider a static setting that is typical of discrete response models. Assume that the observations \( y = (x, z) \) satisfy

  \[
  x = H(z, \xi, \theta)
  \]

  and the moment conditions are based on

  \[
  h(y, \theta) = \omega(z) \left( x - E^\theta [x | z] \right),
  \]

  \[
  \hat{h}(y, \xi, \theta) = \omega(z) \left( x - H(z, \xi, \theta) \right).
  \]

Pakes and Pollard (1989) and McFadden (1989) show that, for the optimal weighting matrix \( W = I_0^{-1} \), the asymptotic variance simplifies to

\[
\left( 1 + \frac{1}{R} \right) \left( D' I_0^{-1} D \right)^{-1}.
\]

Estimation of multinomial probit models is particularly challenging because the criterion to minimize is discontinuous in \( \theta \). Therefore, Pakes, Pollard, and McFadden established the asymptotic properties of the MSM estimator using the theory of empirical processes.

- **Model MSM2.** Consider the special case of Example 2 where

  \[
  h(Y_t; \theta) = a(Y_t) - E^\theta [a(Y_t)]
  \]

  \[
  \hat{h}(Y_t, \xi_t; \theta) = a(Y_t) - \hat{a}(\xi_t, \theta)
  \]

In this case \( \Omega = \Sigma \) so that for the optimal weighting matrix \( W = \Sigma^{-1} \), Duffie and Singleton (1992) show that

\[
\sqrt{T} \left( \hat{\theta}_{MSM} - \theta_0 \right) \to N \left( 0, \left( 1 + \frac{1}{R} \right) \left( D' I_0^{-1} D \right)^{-1} \right).
\]

\( \left( D' I_0^{-1} D \right)^{-1} \) corresponds to the asymptotic variance of the GMM estimator. Therefore, in the two previous cases, the asymptotic efficiency of the MSM estimator with respect to the GMM estimator of \( R/(1 + R) \). For \( R = 1 \), this relative efficiency is 50% while for \( R = 9 \), it is 90%. When \( R \) goes to infinity, MSM is as efficient as GMM. However, just as GMM, it is usually inefficient relatively to the MLE due to the arbitrary choice of moment conditions.

4. Methods using an auxiliary model

MSM consists in matching empirical moments and theoretical moments that are estimated by simulations. The Indirect Inference and Efficient Method of Moments also rely on GMM by using the parameter estimates or the scores of an auxiliary model to define a set of moment conditions.

4.1. Indirect Inference

Gouriéroux, Monfort and Renault (1993) and Smith (1993) introduce an estimation method based on the inversion of a binding function that they named Indirect Inference. For a detailed review of this method, see Gouriéroux and Monfort (1996). Consider observations $x_1, ..., x_T$ generated by $P^\theta$. Assume that $x_t = (y_t, z_t)$ where $z_t$ is exogenous for the parameter of interest $\theta$ in the true model that is the distribution of $z_t$ does not depend on $\theta$. Assume that an estimator $\hat{\lambda}$ is obtained by maximization of a criterion

$$\hat{\lambda} = \arg\max_{\theta} Q_T (y_T, z_T; \lambda)$$

(4.1)

where $y_T = (y_1, ..., y_T)$, $z_T = (z_1, ..., z_T)$. The criterion is usually a quasi-likelihood, although $Q_T$ does not have to be a density and all results stated here hold as long as $\partial Q_T / \partial \lambda$ satisfies a central limit theorem, that is $\sqrt{T} \partial Q_T / \partial \lambda \Rightarrow N(0, I_0)$. Under the usual assumptions, it follows that

$$\sqrt{T} (\hat{\lambda} - \lambda(\theta_0)) \Rightarrow N(0, \Omega(\theta_0))$$

where $\Omega(\theta_0) = J_0^{-1} I_0 J_0^{-1}$ with

$$I_0 = \lim_{T \to \infty} V_{\theta_0} \left[ \sqrt{T} \frac{\partial}{\partial \lambda} Q_T (y_T, z_T; \lambda) \right],$$
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\[ J_0 = \lim_{T\to\infty} \frac{\partial^2}{\partial \lambda \partial \lambda'} Q_T \left( y_T, \tilde{z}_T; \lambda_0 \right). \]

If \( \tilde{\lambda}(\theta) \) were known and \( \theta \to \tilde{\lambda}(\theta) \) is a one-to-one mapping, \( \theta \) could be estimated consistently from
\[ \hat{\theta} = \arg \min_{\theta} (\tilde{\lambda} - \tilde{\lambda}(\theta))' W (\tilde{\lambda} - \tilde{\lambda}(\theta)). \]

where \( W \) is a symmetric positive definite matrix.

**Example.** Assume that the DGP is a moving average
\[ y_t = \epsilon_t - \theta \epsilon_{t-1} \]
with \( \theta \in [-1, 1] \). Assume one selects as auxiliary model an AR(1) so that
\[ Q_T (y_T, \lambda) = \frac{1}{T} \sum_{t=1}^{T} (y_t - \lambda y_{t-1})^2. \]

In this case, the binding function \( \tilde{\lambda}(\theta) \) has a closed form expression \( \tilde{\lambda}(\theta) = -\theta / (1 + \theta^2) \) and is invertible, see Ghysels, Khalaf, and Vodounou (2001).

However, in general, \( \lambda(\theta) \) is unknown and needs to be estimated. Assume that it is relatively easy to simulate in \( P^\theta \). For each \( \theta \), one can generate \( R \) samples of size \( T \), \( y'_r(\theta) = (y'_1(\theta), ..., y'_T(\theta)) \), with the same distribution as \{\( y_1, ..., y_T \)\} conditionally on the observed path of the exogenous variable \( z_r \) to obtain an estimator \( \tilde{\lambda}_r(\theta) \), \( r = 1, ..., R \). Denote \( \tilde{\lambda}_{TR}(\theta) = \frac{1}{R} \sum_{r=1}^{R} \tilde{\lambda}_r(\theta) \). Alternatively, one can generate a single series of size \( TR \), \( y'_{TR}(\theta) \), conditional on \( (z_T, \tilde{z}_T, ..., \tilde{z}_T) \) to obtain an estimator \( \tilde{\lambda}_{TR}(\theta) \). The result is the same in either case although the second approach saves computations. Then the estimator is the solution of
\[ \hat{\theta}_{IND} = \arg \min_{\theta} \left( \tilde{\lambda}_{TR}(\theta) - \tilde{\lambda} \right)' W (\tilde{\lambda}_{TR}(\theta) - \tilde{\lambda}). \quad (4.2) \]

Denote \( \Lambda(\theta) = \partial \tilde{\lambda}(\theta) / \partial \theta', \Lambda_0 = \Lambda(\theta_0), \Omega_0 = \Omega(\theta_0), \lambda_0 = \tilde{\lambda}(\theta_0) \) and
\[ K_0 = \lim_{T \to \infty} V E_{\theta_0} \left[ \sqrt{T} \frac{\partial}{\partial \lambda} Q_T \left( y_T, \tilde{z}_T; \lambda_0 \right) \left| \tilde{z}_T \right] \right]. \]

Gouriéroux, Monfort, and Renault (1993) prove the following result:

**Proposition 4.1.** For the optimal weighting matrix \( W_0 = J_0 (I_0 - K_0)^{-1} J_0 \), we have
\[ \sqrt{T} \left( \hat{\theta}_{IND} - \theta_0 \right) \overset{d}{\to} \mathcal{N} \left( \left( 0, 1 + \frac{1}{R} \right), \left[ \Lambda_0 J_0 (I_0 - K_0)^{-1} J_0 \Lambda_0 \right]^{-1} \right). \]
Because of the presence of common exogenous variables in $\tilde{\lambda}_{TR}(\theta)$ and $\tilde{\lambda}$, these two estimators are not independent from each other. As a result, the variance of $\hat{\theta}_{ND}$ contains the extra term $-K_0$. If both $z_t$ and $y_t$ were simulated, the term $K_0$ would vanish and the asymptotic variance would be equal to

$$
\left( 1 + \frac{1}{R} \right) \left[ J_0 J_0^{-1} J_0 \right]^{-1}.
$$

Denote

$$D = \lim_{T \to \infty} \frac{\partial}{\partial \theta' \partial \lambda} Q_T \left( \theta_T, \tilde{y}_T; \lambda_0 \right).$$

The asymptotic variance of $\sqrt{T} \left( \hat{\theta}_{ND} - \theta_0 \right)$ can be rewritten as

$$
\left( 1 + \frac{1}{R} \right) \left[ D'(I_0 - K_0)^{-1} D \right]^{-1}.
$$

We get a result analogous to MSM, where $\partial Q_T / \partial \lambda$ plays the role of $h_T$.

We consider now a slight generalization of the setting proposed by Gouriéroux et al. (1993). The estimator $\lambda$ does not have to be a QMLE. It may also be obtained from the optimization of a GMM criterion or M-criterion. Assume that

$$
E \tilde{\lambda}(\theta) = \tilde{\lambda}(\theta_0) \quad \text{for all} \, \theta, \, r = 1, \ldots, R.
$$

We adopt the second for sake of uniformity in our exposition. From the $r$th simulated series, one obtains an estimator $\tilde{\lambda}_r(\theta)$ independent of $\lambda$ that satisfies

$$
\sqrt{T} \left( \tilde{\lambda}_r(\theta) - \tilde{\lambda}(\theta) \right) \overset{d}{\to} N(0, \Omega(\theta)).
$$

Assume that

$$
E\tilde{\lambda}_r(\theta) = \tilde{\lambda}(\theta) \quad \text{for all} \, \theta, \, r = 1, \ldots, R.
$$

Let

$$
\tilde{\lambda}_{TR}(\theta) = \frac{1}{R} \sum_{r=1}^R \tilde{\lambda}_r(\theta).
$$

Then the Simulated Indirect Inference (IND) estimator is given by (4.2). A simple Taylor expansion of the first order condition of (4.2) around $\lambda_0$ gives the following result.
Proposition 4.2. Under certain regularity assumptions, we have consistency and
\[
\sqrt{T} (\theta_{\text{IND}} - \theta_0) \to \mathcal{N} \left(0, \left(1 + \frac{1}{R} \right) [\Lambda_0^TW\Lambda_0]^{-1} \Lambda_0^W\Omega_0 W\Lambda_0 [\Lambda_0^W\Lambda_0]^{-1} \right).
\]
For the optimal weighting matrix \(W_0 = \Omega_0^{-1}\), we have
\[
\sqrt{T} (\theta_{\text{IND}} - \theta_0) \overset{d}{\to} \mathcal{N} \left(0, \left(1 + \frac{1}{R} \right) [\Lambda_0^T \Omega_0^{-1} \Lambda_0]^{-1} \right).
\]

Example. Estimation of a diffusion (continued)
Broze, Scaillet, and Zakoian (1998) estimate a diffusion process (2.3) by IND. They simulate the data using a Euler approximation as described in (2.4) with a discretization step \(h_1\) (denoted previously \(1/n\)). They use as auxiliary model another Euler approximation using a coarser grid \(h_2 > h_1\). They show that if the discretization step \(h_1\) is fixed, the resulting IND estimator is biased because the data are not drawn from the true Data Generating Process (DGP). However if \(h_1\) goes to zero sufficiently fast with the sample size \(T\), the estimator is unbiased. They perform a Monte Carlo experiment on an Ornstein Uhlenbeck process with a small sample size \(T = 50\) and they find that an optimal choice of \(h_1\) is \(1/100\), while an optimal choice of \(R\) is 5.

In what precedes, it is assumed that the DGP is completely specified and it is possible to draw simulations from the DGP. Drudi and Renault (1999) extend the IND to a semi-parametric context and give conditions for the consistency of the estimators when the model from which data are drawn is (partially) misspecified. Indirect Inference has been applied to the estimation of diffusion processes by Broze, Scaillet, and Zakoian (1998), to the estimation of stochastic volatility models by Monfardini (1998), Calzolari, De Iori, and Firoorentini (1998), and Pastorello, Renault, and Touzi (2000), to models of unemployment by Magnac, Robin, and Visser (1995), An and Liu (2000), and Topa (2001), and to rational expectation dynamic models by Collard, Féve, and Perraudin (2000).

4.2. Efficient Method of Moments
Next, we present the method proposed by Gallant and Tauchen (1996). For a survey, see Tauchen (1997) and Gallant and Tauchen (2001, 2002). The setting is close to that of the previous subsection. The observations are again given by \((y_t, z_t)\), \(t = 1, ..., T\) where \(z_t\) is exogenous. Again \(\lambda\) is obtained from (4.1). The idea behind the Efficient Method of Moments (EMM) is that, for the true \(\theta\), the expectation of the pseudo score should be zero, this suggests an estimator based on

\[
\min_{\theta} \left\| E^\theta \left[ \frac{\partial Q_T}{\partial \lambda} \left( y_T(\theta), z_T; \lambda \right) \right] \right\|.
\]

The difference between EMM and IND is analogous to that between Lagrange Multiplier and Wald tests in the sense that EMM is based on the score while IND
is based on the estimator. In practice, the expectation is replaced by an average over simulated data \( \{ y^r_t(\theta), r = 1, \ldots, R \} \) conditionally on the observed exogenous variables \( z_T \). The EMM estimator is given by

\[
\hat{\theta}_{EMM} = \arg\min_{\theta} \frac{\partial Q_{TR}(\theta, \lambda)}{\partial \lambda} W \frac{\partial Q_{TR}(\theta, \lambda)}{\partial \lambda}
\]

where \( W \) is symmetric and positive definite matrix and \( Q_{TR}(\theta, \lambda) \equiv \frac{1}{R} \sum_{r=1}^{R} Q_T(y^r_T(\theta), z_T; \lambda) \).

Gouriéroux, Monfort, and Renault (1993, Section 2.5) show that IND and EMM are asymptotically equivalent so that the following result holds.

**Proposition 4.3.** Under certain regularity assumptions and for the optimal weighting matrix, \( W_0 = (I_0 - K_0)^{-1} \), we obtain

\[
\sqrt{T} \left( \hat{\theta}_{EMM} - \theta_0 \right) \overset{d}{\to} N \left( 0, \left( 1 + \frac{1}{R} \right) \left[ D'(I_0 - K_0)^{-1} D \right]^{-1} \right)
\]

where \( I_0, K_0, \) and \( D \) are defined in Subsection 4.1.

In absence of exogenous variables (which is often the case in finance), one may generate a single series \( y^1, \ldots, y^S \) with \( S = TR \) if the process is stationary (Case 2 of Gallant and Tauchen) or \( R \) series \( y^1, \ldots, y^T \) if the process is not stationary (Case 3 of Gallant and Tauchen). For \( W_0 = I_0^{-1} \), the EMM estimator satisfies

\[
\sqrt{T} \left( \hat{\theta}_{EMM} - \theta_0 \right) \overset{d}{\to} N \left( 0, \left( 1 + \frac{1}{R} \right) \left[ D'I_0^{-1}D \right]^{-1} \right)
\]

We now discuss the differences between EMM and IND. Contrary to the EMM, the IND has the advantage not to require the specification of a score since the first-step estimator \( \hat{\lambda} \) may be obtained from any criterion. On the other hand, IND requires the computation of one or several estimators based on the simulated sample(s), and this for each value of \( \theta \) till convergence obtains, which often is burdensome. The choice of the auxiliary model is driven by efficiency considerations. Gouriéroux et al. suggest to use a model close to the true one, for instance use a Euler discretization for a diffusion model. The idea is that if the auxiliary model is sufficiently close to the true one, then the loss of efficiency should be small. Gallant and Tauchen propose to use a quasi likelihood for which the dimension \( m \) of \( \lambda \) increases with the sample size. They use a flexible form so that the pseudo score will encompass the true score for \( m \) sufficiently large, resulting in an estimator that is asymptotically efficient. They advocate the use of a SemiNonParametric (SNP) specification of the auxiliary model. It is based on a truncated Hermite series expansion. In the case without exogenous variables, the quasi-likelihood is

\[
Q_T = \frac{1}{T} \sum_{t=1}^{T} \ln f_M(y_t | y_{t-1}, \ldots, y_{t-L}; \lambda)
\]

(4.4)
with
\[
f_M(y_t; \lambda) = \frac{[P_M(u_t)]^2 \phi(u_t)}{f \int [P_M(u)]^2 \phi(u) \, du} R_t \tag{4.5}
\]
where \( \phi \) is the standard normal distribution and
\[
u_t = \frac{y_t - \mu_t}{R_t},
\]
\[
\mu_t = \lambda_1 + \sum_{l=1}^{L_p} \lambda_l y_{t-l},
\]
\[
R_t = \lambda_{20} + \sum_{l=1}^{L_r} \lambda_{2l} |y_{t-l}|,
\]
\[
P_M(u) = \sum_{l \leq M} a_{l,t} u_l^n,
\]
\[
a_{l,t} = \sum_{\eta \leq \lambda_{2l}} \lambda_{3n \eta} \prod_{j=1}^{L_p} \eta_{y_{t-j}}
\]
with \( \eta = \eta_1 + \ldots + \eta_{L_p} \), \( \eta_l = \sum_{j=1}^{L_p} |\eta_j| \), \( M = (M_u, M_y) \), \( L = \max(L_{1}, L_{2}, L_{p}) \).

\( \lambda = (\lambda_{31}, l = 1, \ldots, L_{1}, \lambda_{32}, l = 1, \ldots, L_{2}, \lambda_{33}, l = 1, \ldots, M_{y}) \). To achieve identification, one imposes \( \lambda_{300} = 1 \). The orders \((L_p, L_r, L_p)\) and \( M \) are chosen using the BIC criterion. The SNP specification permits to approach efficiency when \( M \) and \( L \) increase.

We discuss the efficiency of EMM based on a SNP auxiliary model. Most of the arguments are taken from Gallant and Tauchen (2001, 2002). Gallant and Long (1997) give a necessary and sufficient condition for the EMM estimator to be efficient. We reformulate it for arbitrary moment conditions. Assume that the DGP is characterized by the pdf
\[p(y_t; \theta_0)\]
where \( x_t = (y_{t-1}, \ldots, y_{t-d}) \), \( d \) is possibly infinite. Consider a set of moment conditions \( h_m = \{h(1), h(2), \ldots, h(m)\} \). Assume that the \( \{h(i)\} \) are uncorrelated so that the asymptotic variance of the GMM estimator \( \sqrt{T} (\theta_{GMM} - \theta_0) \) takes the form
\[
\Sigma_m = \left\{ E^{\theta_0} \left[ \frac{\partial h_m}{\partial \theta} \right] E^{\theta_0} (h_m h_m')^{-1} E^{\theta_0} \left[ \frac{\partial h_m}{\partial \theta} \right] \right\}^{-1}.
\tag{4.6}
\]
Let \( H \) denote the space formed by the linear combinations \( \sum_{i=1}^{\infty} \omega_i h(i) \) for arbitrary constants \( \omega_i \) and \( \overline{H} \) be its closure in terms of a \( L^2 \) norm or Sobolev norm. The following proposition is a restatement of efficiency results that can be found in Gallant and Long (1997) and Tauchen (1997). See Hansen (1985) for related results and Carrasco and Florens (2002) for a proof in the context of a continuum of moment conditions in an iid environment.
Proposition 4.4. $\Sigma_m$ defined in (4.6) converges to the Cramer Rao efficiency bound as $m$ goes to infinity, if and only if the scores of $p$ are in $\overline{H}$.

As the moment conditions formed by the pseudo-score based on the SNP auxiliary model have the property to span the true scores (in terms of convergence in a Sobolev norm) when $T$ and $R$ go to infinity, it follows that EMM is asymptotically efficient. However, Gallant and Tauchen (1996) do not give the rate of convergence of $M$ and $L$ for which the estimator is asymptotically efficient. They warn against using too large $M$ and $L$ that would ruin the $\sqrt{T}$-speed of convergence of the EMM estimator. Note that as EMM and IND are asymptotically equivalent, IND based on an SNP auxiliary model will share the same asymptotic efficiency property as EMM.

The SNP is not the only way to achieve efficiency. Gallant and Tauchen (1999) discuss the relative efficiency of MSM and EMM in an iid setting. Consider MSM based on powers of $y$:

$$h_{MSM} = \begin{pmatrix} y - Ey \\ y^2 - Ey^2 \\ \vdots \\ y^m - Ey^m \end{pmatrix}.$$  

Let us denote $h_{EMM}$ the pseudo score derived from (4.4) and (4.5) where $m$ denotes the dimension of $\lambda$.

$$h_{EMM} = \frac{\partial \ln f_M}{\partial \lambda} (y_t | y_{t-1}, \ldots, y_{t-L}; \lambda(\theta_0)).$$

Denote $h_{MSM}(i) = y^i - Ey^i$ and $h_{EMM}(i) = \frac{\partial \ln f_M}{\partial \lambda_i}$ where $i = 1, 2, \ldots$ Gallant and Tauchen (1999) give another version of Proposition 4.4, that is, if the set of moments $\{h(i), i = 1, \ldots, \infty\}$ spans the space $L^2(p) = \left\{ g | \int g(y)^2 p(y; \theta_0) dy < \infty \right\}$, the asymptotic variance of the estimator based on $\{h(1), h(2), \ldots, h(m)\}$ converges to the Cramer Rao efficiency bound as $m$ goes to infinity. This condition implies the necessary and sufficient condition of Proposition 4.4 because if $\{h(i), i = 1, \ldots, \infty\}$ spans the whole space $L^2(p)$, the score necessarily belong to $\overline{H}$. Sometimes, a finite number of moments is sufficient to encompass the score, for example the score of the normal density is in the span of $\{h_{MSM}(i), i = 1, 2\}$ and $\{h_{EMM}(i), i = 1, 2\}$. However, in general, an infinity of moments is needed. The polynomials span $L^2(p)$ if $p(\cdot; \theta)$ has a moment generating function (Gallant, 1980). Therefore both MSM and EMM are asymptotically efficient (as $T$ and $m$ go to infinity). Therefore these estimators based on $m$ moment conditions should have a good efficiency relative to MLE if $m$ is reasonably large. In some special cases, a measure of the relative efficiency (for fixed $m$) can be derived analytically. Gallant and Tauchen (1999) compute this measure when the DGP is a mixture of normal distributions and find that EMM is more efficient than MSM. This is not surprising as EMM uses an expansion on Hermite polynomials which is well-known to fit the normal distribution.
particularly well. An argument in favor of EMM over MSM is that the number of terms in the SNP can be selected using a BIC criterion while there is no natural way of choosing \( m \) in MSM. Finally, note that power functions are not the only moments that have the property to encompass the score. Moments based on the characteristic function (c.f.) have this property, see Carrasco and Florens (2002) and Carrasco, Chernov, Florens, and Ghysels (2001). Applications of the c.f. will be discussed in Section 6.


5. Specification tests and small sample properties

5.1. Specification tests and diagnostics

The three estimation methods we consider consists in minimizing a quadratic form. We can apply the J-test proposed by Hansen (1982) to test whether the overidentifying restrictions are equal to zero. Denote \( J_{RT} \) the criterion. For MSM, assume that the model is of the type MSM1 or MSM2, we have

\[
J_{RT} = R + 1 \left( \frac{1}{T} \sum_{t=1}^{T} \hat{h}_{t,R} \left( \hat{\theta}_{MSM} \left( \theta_{MSM} \right) \right) \right) \hat{I}^{-1} \left( \frac{1}{T} \sum_{t=1}^{T} \hat{h}_{t,R} \left( \hat{\theta}_{MSM} \left( \hat{\theta}_{MSM} \right) \right) \right).
\]

For IND,

\[
J_{RT} = R + 1 \left( \hat{\lambda}_{TR} \left( \hat{\theta}_{IND} \right) - \hat{\lambda} \right) J \left( \hat{I} - \hat{K} \right)^{-1} J \left( \hat{\lambda}_{TR} \left( \hat{\theta}_{IND} \right) - \hat{\lambda} \right).
\]

For EMM,

\[
J_{RT} = R + 1 \left\{ \frac{\partial Q_{TR}}{\partial \lambda} \left( \hat{\theta}_{EMM}, \hat{\lambda} \right) \left( \hat{I} - \hat{K} \right)^{-1} \frac{\partial Q_{TR}}{\partial \lambda} \left( \hat{\theta}_{EMM}, \hat{\lambda} \right) \right\}
\]

where \( \hat{I} \), \( \hat{J} \), and \( \hat{K} \) denote consistent estimators of \( I_0 \), \( J_0 \), and \( K_0 \). If the model is correctly specified, these statistics \( J_{RT} \) converge to a \( \chi^2 \left( m - q \right) \) where \( m \) is the number of moments in the MSM and the dimension of \( \lambda \) in IND and EMM, and \( q \) is the dimension of \( \theta \). The coefficient \( R/(1+R) \) converges to one when \( R \) goes to infinity. The asymptotic distribution of \( J_{RT} \) is proved by Gouriéroux et al. (1993) in the
context of IND. The same result holds for EMM as the IND and EMM criterions based on the same auxiliary model are equivalent (Gallant and Tauchen, 1996). When the model from which the data are simulated is not correctly specified, the test \( J_{R,T} \) for IND becomes an encompassing test (Dhaene, Gouriéroux and Scaillet, 1998). It tests whether the model \( P^\theta \) encompasses \( Q \), in other words, whether \( P^\theta \) can explain the behavior of \( Q \).

If this \( J \)-test rejects then one should perform diagnostic tests based on the \( t \)-statistic of the individual elements of the vector of moments. These tests will signal which of these elements fails to explain the model. Consider the EMM estimator without exogenous variables. Gallant, Hsieh, and Tauchen (1997) propose using

\[
T_T = \left\{ \text{diag} \left[ I_0 - D_\theta \left( D_\theta' (I - 1) D_\theta \right)^{-1} D_\theta' \right] \right\} \sqrt{T} \frac{\partial}{\partial \lambda} Q_{TR} \left( \hat{\theta}; \lambda \right)
\]

where \( D_\theta = \frac{\partial^2}{\partial \lambda^2} Q_{TR} \left( \theta_{EMM}, \lambda \right) \). They show that \( T_T \) is asymptotically \( N(0, I) \). A similar test could be applied in the context of MSM and IND.

We consider now a test proposed by Eichenbaum, Hansen, and Singleton (1988) to test whether a subset of orthogonality conditions hold. Assume that \( \theta = \left( \theta_1', \theta_2' \right)' \), \( \theta_1 \in R^{m_1} \), \( \theta_2 \in R^{m_2} \) and the moment conditions can be partitioned as \( h(\theta) = \left( h_1(\theta_1)', h_2(\theta) \right)' \), \( h_1 \in R^{m_1} \) and \( h_2 \in R^{m_2} \). Suppose that \( E^{\theta_0} (h_1(\theta_{10})) = 0 \) and that a researcher wants to test \( H_0 : E^{\theta_0} (h_2(\theta_{10})) = 0 \). The test is based on the difference between the \( J \)-statistic associated with \( h \) and that associated with \( h_1 \):

\[
C_T = T h_T \left( \hat{\theta} \right)' \left( \hat{I} \right)^{-1} h_T \left( \hat{\theta} \right) - T h_{1T} \left( \hat{\theta}_1 \right)' \left( \hat{I}_{11} \right)^{-1} h_T \left( \hat{\theta}_1 \right)
\]

where \( \hat{I} \) is an estimator of the long-run variance-covariance matrix of \( h \) and \( \hat{I}^{-1}_{11} \) is the upper-left \( m_1 \times m_1 \)-block of \( \hat{I} \). Eichenbaum et al. show that, under the null hypothesis, \( C_T \) converges to a chi-square with \( m_2 - q_2 \) degrees of freedom. Heaton (1995) applies this test to compare different models, for instance a pure habit persistence model against a complete model including also local substitution.

5.2. Small sample properties

In this subsection, we discuss the results of Monte Carlo studies. Michaelides and Ng (2000) compare the performance of Method of Simulated Moments, IND and EMM in small samples \( T = 100 \) or \( 200 \). They use the same auxiliary model for IND and EMM. MSM is based on the expectation, variance and covariance of \( y_t \). They investigate various numbers of simulations \( R = 5, 10, 25 \) and find \( R = 10 \) adequate. The small sample performance of IND is best for the estimation of an MA(1), while EMM beats IND and MSM for the estimation of a rational expectations model of speculative storage. In terms of computational time, SMS is the fastest and IND is the slowest. Ghysels, Khalaf, and Vodouhou (2001) investigate the performance of IND, EMM, and other methods for estimating an AR(1) using an AR(p) auxiliary model. They find that IND performs particularly well when the MA(1) coefficient
is close to one. Andersen, Chung and Sørensen (1999) investigate the robustness of EMM to various auxiliary models. The DGP they consider is a discrete-time stochastic volatility model. They show that EMM is sensitive to the choice of the auxiliary model in small samples but performs well in large samples. Interestingly, they do not recommend introducing terms in the SNP in small samples $(T \leq 1500)$, while a small number of terms $(M_u = 2, M_y = 0)$ is beneficial in large samples $(T = 4000)$. Zhou (2002) perform a Monte Carlo study on MLE, Quasi-MLE (QMLE), GMM, and EMM for a continuous-time square-root process. He finds the following ranking by decreasing efficiency: MLE, QMLE, EMM, and GMM. All these studies focused on specific models and their conclusions may not carry to another model. However, one can say that the GMM (and therefore MSM) estimator based on ad hoc moment conditions generally is not very efficient but is easy to implement. On the other hand, EMM and IND are more computationally intensive but deliver nearly efficient estimators if they use an auxiliary model that approximates well the DGP.

6. New developments and conclusion

In this subsection, we discuss recent papers that propose new simulated methods that are either easier to apply or more efficient than the existing methods.

Singleton (2001) investigates using the conditional characteristic function (c.c.f.) to estimate diffusion processes. Let $\{y_t\}$ be a scalar diffusion process and $\psi_\theta (\tau | y_t)$ be the c.c.f. of $y_{t+1}$ conditional on $y_t$. Singleton shows that GMM based on moments

$$\left( e^{i\tau y_{t+1}} - \psi_\theta (\tau | y_t) \right) \omega (y_t)$$

is asymptotically efficient for an appropriate choice of the instrument $\omega$. The efficiency results from the fact that the true score lies in the space spanned by these moment conditions. When $y_t$ is solution of an affine diffusion, the c.c.f. is known. Otherwise, $\psi_\theta (\tau | y_t)$ can be estimated via simulations. This requires simulating from the conditional distribution of $y_{t+1}$ conditional on $y_t$ as described in Subsection 3.2. This line of research is pursued by Carrasco, Chernov, Florens and Ghysels (2001). They apply the generalization of GMM proposed by Carrasco and Florens (2000) to exploit the full continuum of moments resulting from the c.c.f. This method requires the introduction of a regularization parameter to be able to invert the covariance matrix.

One method that we have omitted in this survey (because it is not based on moment conditions) is the simulated maximum likelihood (SML) estimation. SML has been widely applied to the estimation of discrete choice models, see e.g. the survey by Kamilonka (1998). Ferrando and Salié (2001) propose a nonparametric SML estimator based on a kernel estimation of the likelihood. They show that this method delivers an efficient estimator in the static case.

Finally, the next generation of simulated methods combines the techniques from classical and Bayesian statistical inference, they use importance sampling, Gibbs
sampling, Metropolis-Hastings algorithm and Markov Chain Monte Carlo (MCMC) methods, see the special issue of Econometrics Journal (1998) on simulation methods. Hajivassiliou and McFadden (1998) use Gibbs resampling techniques to perform a classical estimation of a limited dependent variable model. This method yields a criterion that is smooth in the parameter of interest and therefore easier to optimize. Schennach (2001) combines Exponential Tilting and Empirical Likelihood to estimate latent variable models. Contrary to MSM, her simulation method using Metropolis-Hastings algorithm does not require the parametric or semi-parametric specification of the DGP of the latent variables. MCMC has been applied e.g. to the estimation of Markov-switching models by Billio, Monfort, and Robert (1999) and of diffusions by Elerian, Chib, and Shephard (2001).

We now review two points that need to be kept in mind when applying simulated methods. First, the resulting estimators are consistent only if the simulations have been drawn from the true DGP. This requires the specification of the full model including the dynamic of the latent variable. Some attempts have been made to relax this assumption: Dridi and Renault (1999) in a dynamic context and Schennach (2001) in a static model. Second, except in very special cases, MSM based on ad hoc moment conditions is not efficient. As discussed in Section 4.2, efficiency can be reached if the score is in the linear span of the moment conditions. In general, this will be possible only if an infinity of moment conditions is used. Three important examples of efficient estimators are the following. First, the EMM based on SNP where the dimension of $\Lambda$ increases. Second, MSM based on polynomial functions of increasing order. Third, MSM estimation using the characteristic function. All these methods will deliver an asymptotically efficient estimator if the number of moment conditions is allowed to increase at a certain rate. Hence they require the use of a smoothing parameter that take the form of a truncation parameter (to control the number of moments) or a regularization parameter (as in Carrasco et al., 2001).
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